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A B S T R A C T

A system consisting of a high-pressure tolerant microfluidic glass chip, high-speed absorbance imaging, and
image processing has been developed to study rapid dynamic events like pH change in a multiphase flow. The
system gives both kinetic and quantitative equilibrated information. By tracking the interactions of aqueous
additive mixtures and liquid CO2, at 80 bar and 24 °C, under flow, measurement at a given P, T condition is done
in 0.25 s. The acidification rate to steady state was found to be mass transport limited, occurring in less than 1 s.
For 30mM of the additives ammonium acetate and ammonium formate, equilibrium pH of 4.5 and 4.1, re-
spectively, was seen. These additives are of key importance in common mobile phases used in SFC.

1. Introduction

High-pressure microfluidic systems have similar potential in flow-
through chemical systems as what their low-pressure counterparts al-
ready have shown, e.g. by providing isothermal systems with less use of
analytes, shorter time constants and, lower dead volumes [1]. For high-
pressure applications, microfluidics allows for shorter measuring times
and faster evaluations than setups using mL-sized batch cells, as ex-
emplified in phase equilibria studies [2]. While batch cell techniques
offer high accuracy, the methods are static and are not able to reveal
local, space and time-dependent effects. With the emergence of high-

pressure microfluidics, a new tool for dynamically studying these
questions is available.

Of high relevance for high-pressure microfluidics and the minia-
turization of chromatographic systems is ultra-fast supercritical fluid
chromatography (SFC) analysis [3]. Retention times are typically less
than 1min and there is a need to reach mobile phase stability at in-
jection fast. Methods making it possible to study both stability and the
dynamics involved when conditions change are important. The highly
complex attributes of the mobile phases used in SFC makes these type of
measurements challenging.

Chromatographic systems encounter a wide range of flow velocities,
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from 1 to 20mm/s in columns to several hundred mm/s in tubing, af-
fecting the timescales needed to reach equilibrium conditions. Also,
there is a growing trend for the miniaturization of chromatographic
systems [4], and as these systems decrease in size, residence times
decrease. Meanwhile, SFC is becoming an increasingly competitive
method for high-throughput and high-resolution separation of chiral
and achiral organic compounds [3,5]. For high-throughput separations,
SFC has an advantage as the high diffusivity and low viscosity of su-
percritical carbon dioxide (scCO2) as the mobile phase allows for a
higher efficiency at higher flow rates than for conventional liquid
chromatography [3]. However, SFC using CO2 shows difficulties with
separations of highly polar compounds, and for this reason, modifica-
tions of the mobile phase by the addition of polar cosolvents and up to
approximately 9% water [6], are made [7,8]. Using a similar approach
to separate highly polar analytes with increased resolution, enhanced
fluidity hydrophilic interaction liquid chromatography uses CO2, me-
thanol and water [9,10]. Dense CO2 (less than 20mol%) in water-me-
thanol mixtures has been used to improve the separation of polar io-
nizable compounds like nucleosides [11]. In conventional liquid
chromatography, the importance between pH and chromatographic
performance is well established where, depending on the nature of the
analyte, mobile phase composition and, stationary phase, the pH can
affect retention factors, peak shape and resolution [12]. For ionizable
analytes, changes in the retention factors by more than one order of
magnitude over the pH scale are seen when the ionization of the ana-
lytes changes [13]. For the now common ternary component mobile
phase composed of CO2, methanol and, water, such effects are con-
siderably more difficult to study [14,15]. As dense CO2 and water
containing cosolvents mix, carbonic acid is formed and dissociated
which acidifies the resultant solution [6,16,17]. As this acidification
process is connected to the amount of CO2 present, the pressure drop
over the column and variations in pressure and temperature result in
dynamic conditions [18]. Further, pH is most often described for aqu-
eous solutions. When non-aqueous components are present, both sol-
vation energies and activity coefficients of the involved species are
different [19]. This affects dissociation constants and the interpretation
of pH in SFC mobile phases.

While these are aspects to be further studied, the effects on chro-
matographic performance that mM additions of ammonium salts of
simple carboxylic acids have has been investigated by several re-
searchers [20,21], showing how performance parameters, e.g. peak
shape, can be improved. For SFC mobile phases with a high degree of
polarity, dissociation of ionic species becomes a factor in the separation
of analytes. When water is added to the mobile phase, protonation and
deprotonation of ionizable compounds become increasingly possible as
the ion solubility increases. Since CO2 both have a solubility in water,
that varies with temperature and pressure, and can form the ionizable
species carbonic acid and bicarbonate, the situation is complex. Both
mixing and hydration of CO2 in aqueous phases takes time and should
result in regions with different, local, pH when conditions change.
Control of pH conditions is also essential in several other fields, e.g. in
enzymatic processing [22] and extraction [23], where flowing com-
pressed CO2-water systems are used. The relevance of pH in water-CO2

microemulsions is also noted, with extensive studies of additive salts
having been made [24,25].

In this paper, a system has been developed consisting of a high-
pressure chip for segmented flows in combination with a high-speed
camera to study rapid dynamic events. To demonstrate its capabilities,
the local and time-dependent variations of pH when an aqueous phase
meets with dense CO2 is explored. By utilizing the immiscibility be-
tween CO2 and water, the aqueous phase can together with an indicator
be used to probe the pH effects that dense CO2 have. Due to the large
interest in ammonium acetate (NH4CH3CO2) and ammonium formate
(NH4HCO2) in SFC, these additive salts are further added to the aqueous
phase, exploring their effect on changing the pH. By this, a fast method
for pH determination for high-pressure applications is demonstrated.

With the method having the ability to measure in both time and space,
insight into the development of equilibrium in flow systems is gener-
ated. While not a direct measurement of the pH in a SFC mobile phase,
we show how these salts are affected in a similar, but simpler, en-
vironment.

2. Materials and methods

2.1. Materials

The pH indicator BPB (sodium bromophenol blue, Abcam), having
two absorption peaks at 436 and 591 nm corresponding to the proto-
nated and deprotonated species, was used at a concentration of 2mM in
all sample and calibration solutions. The sample solutions were made
from NH4CH3CO2 (ammonium acetate, EMSURE®, Merck) and
NH4HCO2 (ammonium formate, Acros Organics) at concentrations of
either 2, 5, 7, 10, 20 and 30mM; and 2, 7, 10, 20 and 30mM, re-
spectively. All solutions were made by weighing the corresponding
amount of salt and preparing stock solutions, which then were used to
prepare the sample and calibration solutions. Deionised water was used
both for preparing the solutions and to record blank images of the
channels in the chip. Seven calibration solutions were prepared from
citric buffer salts (citric acid monohydrate, Acros Organics, and anhy-
drous trisodium citrate, Alfa Aesar) covering the pH range 3.0–5.2. For
an early version of the setup, used to study the local dynamics at the
initial contact point of the fluids, a 7.5 pH test solution containing BPB,
NaOH and NaCl was used.

2.2. Experimental setup

The fluid system, Fig. 1, consisted of two separate subsystems to
provide the chip with both aqueous solutions and dense CO2. Each
subsystem had a high-pressure piston pump (ISCO DM100, Teledyne)
and a 1/16” stainless steel tubing line equipped with check valves and
needle valves (41AF1, 11AF1 and 15AF1, High Pressure Equipment
Company). Both the pump and fluid line for the CO2 was kept at 3.5 °C
using a water bath, two recirculating heaters (E100, Lauda) and a
compressor chiller (RK20, Lauda), keeping the CO2 liquid in the pump.
For the aqueous solution subsystem, a 5mL sample loop was used to
inject sample solutions into the chip, using deionized water both as a
pushing medium and to rinse the system between samples. Just before

Fig. 1. Schematic drawing of the fluid system and chip. The two pumps (H2O, CO2),
valves, filters, sample loop, pressure sensor and backpressure regulator (BPR) are shown.
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the fluids connect to the chip, 2 μm pore filters (A-355, IDEX) were
installed. The pressure was regulated using a back-pressure regulator
(26-1700, Tescom) and a pressure sensor (PA-11, Keller), both mounted
downstream after the chip. The temperature on the chip was monitored
using a 4-wire Pt100 temperature sensor mounted on the chip with
thermal paste. The pressure and temperature data were recorded using
Matlab (R2017, Mathworks) with two data acquisition units (2001,
Keithley and 34970, Agilent).

The chip (12×12×2.2mm) was made from borosilicate glass and
a full description of the fabrication methods and the fluid inlet assembly
can be found elsewhere [26]. All channels had a semi-circular cross
section. The CO2 is brought in contact with the water in the T-junction
near the inlet, creating a segmented flow. The meander consisted of
semi-circular curves connected to 6 straight channel sections and had a
channel depth of 120 μm, a top width of 300 μm and, a total length of
53.7 mm. The CO2 inlet of the T-junction had a depth of 8 μm and a
width of 76 μm.

The chip was mounted in a fixture and placed in a custom-made
optical setup. Imaging was done using a high-speed camera (Miro 310,
Phantom Vision) mounted on a stereoscope (Nikon, SMZ800) above the
fixture. The monochromic light needed for high-speed imaging was
provided using a LED array (CXA2520, Cree) and a 590 nm ± 2 nm
bandpass filter (FB590, Thorlabs). The LED array was larger than the
chip. A homogenous intensity was delivered over the monitored area
using a light diffuser. The high-speed camera operated at a frame rate of
1200 fps, resulting in a temporal resolution of 0.83ms and operated at
12-bit gray scale resolution. To verify that light of the correct wave-
length passed the chip, a spectrum was recorded using a fiber coupled
spectrometer (CCS200, Thorlabs).

In the first evaluations, a slightly different setup was used to study
the local pH-effects and fluid behavior at the initial contact point where
CO2 and the aqueous phase meet and the segmented flow is created.
This setup included a similar chip, having a T-junction of the same size
as its meander channel. LED light at 430 nm was applied.

2.3. Measurements

Liquid CO2 segments were injected from the T-junction in the mi-
crofluidic chips into the aqueous sample solutions, containing the ad-
ditive salts and the pH indicator BPB, at a continuous flow while having
a back pressure of 80 ± 0.1 bar, a temperature of 24 ± 0.1 °C and a
flow rate of 40 μL/min. Pressure and temperature conditions were kept
constant during all measurements. Using the response processing de-
scribed below, by tracking the position of the liquid segments over time
using the different video frames, the pH change could be followed as a
function of time from the moment when the two phases initially con-
tacted each other at the T-junction. At that location, i.e. the contact
point in Fig. 2, the interaction time is defined as 0. The description of
the calibration method and theory is found in the supplementary in-
formation (SI), Appendix A.

A theoretical model was used to enable a comparison to the mea-
sured pH at equilibrium with theoretical values, giving a prediction of
the pH at equilibrium. The description of this model is found in the SI,
Appendix B. To interpret the development of pH equilibrium, a de-
scription of the applicable kinetics is used and can be found in the SI,
Appendix C. Using this, when the fluid interactions in the chip resulted
in the pH reaching a constant level, i.e. steady state conditions, a
measured pHeq could be determined together with the fitting para-
meters b and kapp, giving an acidification rate constant, k.

2.4. Response processing

From high-speed video and blank images, imaging corresponding to
the absorbance at 590 nm was created. Image processing techniques
were used to translate the imaging into quantitative data, giving the
absorbance response of the aqueous phase along the channel of the

chip. With the use of the calibration solutions and by measuring the
velocity of the CO2 segmented flow, the pH can be correlated to the
absorbance and length can be translated to time, producing a mea-
surement of pH as a function of time.

The image processing steps were, in the following order: alignment,
pixel-wise calculations, measurement region definition, filtering, aver-
aging and calibration. All image processing were done in Matlab and a
description of the imaging processing is shown in Fig. 2. For each
measurement, sampling for 0.25 s produced 300 frames into a high-
speed video. Each frame of the video was then aligned with a blank
image and a set of calibration images, resulting in each pixel containing
a data set of the measured intensity for either the blank, the calibra-
tions, or the sample measurements. Within these data sets, the absor-
bance, A, could be calculated as the following,

= −A I
I

log ,s

b (1)

with Is and Ib being the sample and blank intensity. Using a re-
ference point calculated from features in the images belonging to the
chip layout, processing regions were defined, marked as red rectangles
in Fig. 2. Inside these regions, the channel edges were detected by
computing the median absorbance of pixels in the direction along the
channel, forming a curve across the channel. The local maximums of
the derivate of this curve were used as references to the channel edges,
and new 10 pixels wide, centered, measurement regions containing
only pixels in the channels were defined. To identify the position of the
CO2 segments, intensity thresholding and morphological operations

Fig. 2. A description of the image processing procedure from the raw data frames (a),
showing the 6 processing regions marked in red rectangles. The absorbance image of the
vertical path is shown in (b), followed by the 10 pixels wide, centered, measurement
region (c). (d) shows the binary image used to filter CO2 segments. (e) shows a filtered
and contrast adjusted version of (c) where the red regions shows excluded pixels, fol-
lowed by the corresponding absorbance (f). The location of the contact point of zero
interaction time, t=0, is shown in (a) (dashed line) together with the flow direction of
the first part of the meander, indicated by two arrows. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the web version of this
article.)
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over the processing regions were used to produce binary images having
a contrast with high correlation to the CO2 segments. By using these
binary images as filters over the measurement regions, absorbance re-
sponse corresponding to the CO2 segments was excluded. The re-
maining valid pixels were first averaged perpendicular to the channel
direction, producing about 4300 measurement points as a function of
channel length. As both the dimensions of the chip and pixel positions
are well defined, each measurement region was stitched together,
taking care to position the regions in their correct length position along
the channel. The calibration is carried out by measuring images of the 7
calibration solutions flowing in the chip without CO2. To compensate
for the differences in light intensity over the channel, separate cali-
bration curves were produced for each of the cross-sectional channel
measurement points, resulting in about 4300 unique regression curves.
To filter the response from irregularities, calibration curves having an r2

of less than 0.99 were excluded. These irregularities were primarily
defects blocking the optical path such as dust fibers and etch defects.
For the sample solutions, the flow velocity was determined by following
the position and time of CO2 segments in the high-speed video. Using
the dimensions of the chip, the flow velocity could be translated into
interaction time.

3. Results

3.1. Dynamic interaction conditions

When dense CO2 and an aqueous solution contact each other,
Fig. 3a, a localized region in front of the CO2 segment of lower pH is
formed, visible as a darker region with variations perpendicular to the
flow direction. Variation in the absorbance before and after each CO2

segment could also be seen, Fig. 3b, showing that the pH in the aqueous
phase was lower in front of the segments. As the fluids continue further
in the meander, approximatively 130ms, this difference becomes less
pronounced, and the aqueous phase becomes homogenous. Thus, for a
given fixed point early in the meander, pH of the aqueous flow oscil-
lates between a higher and a lower pH. Given this knowledge, the
quantitative measurements of pH change, were performed by sampling
the absorbance response for several frames. This allowed for an aver-
aged measurement of the pH change along the channel.

3.2. Quantitative response of pH change

The absorbance response in the channel was in the range of
0.017–0.160 and less than 1% of the calibration curves had a regression
coefficient lower than 0.99. A typical calibration curve for a

measurement point together with a histogram of regression coefficients
can be found in the SI, Appendix A.

Before contacting the CO2, the pH of the NH4CH3CO2 and NH4HCO2

solutions was approximately 7.0. The change of pH with time for an
aqueous solution containing only the indicator is shown in Fig. 4. Over
the length of the channel, an initial rapid decrease of the pH was fol-
lowed by a slow approach to a constant level. The segment flow velo-
cities were between 26–47mm/s, resulting in residence times long
enough to reach a stable pH in the chip. The measured pHeq was
3.3 ± 0.2, well in line with the predicted pHeq of 3.1.

The measured pHeq for solutions containing NH4CH3CO2 and
NH4HCO2 is shown in Fig. 5a and b, respectively. In general, both
NH4CH3CO2 and NH4HCO2 produced solutions of a pH higher than 4
when 20mM of salt is added. Equilibrium was reached in less than 1 s.

The measured pHeq, Fig. 6a, was compared to the prediction using
the model presented in the SI, Appendix B. The acidification rate con-
stant k for each concentration is shown in Fig. 6b. When no additive salt
was used, k was 2.6ms−1. For the solutions containing NH4CH3CO2 and
NH4HCO2, the mean of k was 0.30ms−1 and 0.54ms−1, respectively.

4. Discussion

Using this method, we have been able to visualize the change in pH
as dense CO2 and aqueous solutions mix, giving both temporal and
spatial information. At the contact point where the fluids meet, the
acidification was dynamic and local lower pH regions were seen in front
of the CO2 segments, Fig. 3. Sampling for several frames and by looking
at longer time frames showed the time-averaged pH change along the
channel, Fig. 4. This information complements the information of the
dynamic behaviour, giving the rates and general timescales required to
macroscopically change the pH of the aqueous phase.

The fluid reached steady state conditions, Fig. 4, before exiting the

Fig. 3. Interaction effects as CO2 segments and the
water solution contacts each other at the contact
point. In (a) CO2 enters from the top of the image
into the T-junction of the chip, flowing to the right at
a velocity of 81mm/s. After 7.4ms, the segment has
progressed further and a triangular shaped localized
region of darker intensity and higher absorbance,
corresponding to a drop of the pH, has formed
around the segments front. In (b) the absorbance for
one image frame at 430 nm along the channel close
to the contact point is seen, showing two CO2 seg-
ments (marked red) flowing at 81mm/s with a re-
sulting pH gradient of the aqueous phase in-between
the two segments. The flow direction is marked with
an arrow. P=80 ± 0.1 bar T=24 ± 0.1 °C. (For
interpretation of the references to colour in this
figure legend, the reader is referred to the web ver-
sion of this article.)

Fig. 4. Interaction time of the aqueous solution containing 2mM BPB when contacting
CO2. P=80 ± 0.1 bar T= 24 ± 0.1 °C.
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last measurement region in the chip and the setup allowed for a mea-
surement of pHeq. The measured pHeq correlated well with the pre-
dictions made of pHeq, suggesting that the steady state conditions were
close to equilibrium. However, as seen in the residuals plot, Fig. 7, there
was a small bias and the measured pH values where 0.062 pH units
higher compared to the predicted values. The precision of these re-
siduals was 0.086 pH units. Improvements to the optical setup would
allow for an increased resolution over the channels and less noise. This
would likely also increase the precision. The ionic strength in the
aqueous phase increased from 4 to 40mM as more additive salts were
added. This was mainly due to the additions of the ammonium ions and
the increasing proportion of bicarbonate ions at higher pH values. As
the ionic strength increase, the buffer system becomes more non-ideal.
This change the activity and can introduce deviations for the higher ion
strengths. Using high-speed multicolour imaging, the concentration of
both the deprotonated and protonated species could be measured. It
would make it possible to relate the signal response with a pH which is
compensated for the ionic strength, e.g. by utilizing an absorbance ratio
method or chemical regression modelling [27]. Further, this would
allow for several indicators to be used, giving a larger measurement
range with increased sensitivity.

Fig. 6a provides a measurement of how the additive salts affect the
pH in the aqueous phase in contact with CO2. The pH was very sensitive
to additions of additive salts at low concentrations, i.e. 2–10mM. At
higher salt concentrations, the pH became less sensitive as there was an
excess of basic species from the additive salt compared to the protons
generated by the hydration of CO2. NH4CH3CO2 showed a stronger
effect on changing the pH than NH4HCO2, which can be related to the
additive salt anions. By the additions of hydrogen ions from the

carbonic acid, the anions are increasingly protonated and the respective
conjugate acids, e.g. acetic acid and formic acid, are formed. Acetic acid
is a weaker acid than formic acid, their respective pKa values being
4.76 and 3.77. The lower degree of dissociation of acetic acid allows for
more associated hydrogen ions, resulting in a higher pH. Over the ex-
plored pH region, the buffer capacity of the aqueous phase, in contact
with CO2, increases both with the pH and the concentration of additive
salt. This is due to the fact that the buffer capacity is affected both by
the additive acids and by the carbonic acid. The buffer capacity, β, is
described in SI, equation (B.7). Resulting from only the carbonic acid

Fig. 5. pH response as a function of interaction time.
Each line represents a sample solution of either
NH4HCO2 (left) and NH4CH3CO2 (right), having the
concentrations 2 (blue), 5 (cyan), 7 (red), 10
(yellow), 20 (purple) or 30mM (green).
P=80 ± 0.1 bar T=24 ± 0.1 °C. (For interpreta-
tion of the references to colour in this figure legend,
the reader is referred to the web version of this ar-
ticle.)

Fig. 6. The measured pHeq is shown in (a) for NH4HCO2 (red diamonds), NH4CH3CO2 (blue circles) and a solution containing no additive salt (yellow triangle). The calculated prediction
of the pHeq is also shown (dashed lines). In (b), the respective rate constants of the acidification are shown for the different solutions ( =k k b/[CO ] , [CO ]app 2 aq 2(aq) =1.42mol/kg). For all

experiments, P=80 ± 0.1 bar, T=24 ± 0.1 °C. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. The residuals, = −R pH (measured) residuals pH (predicted)eq eq , for NH4HCO2

(red diamonds) and NH4CH3CO2 (blue circles) are shown together with the prediction
line (dashed). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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and bicarbonate ions, β is estimated to change from 4 to 46mM/pH
over the pH range 3.3–4.5. At the resultant pH reached by an addition
of either 30mM NH4HCO2 or NH4CH3CO, i.e. 4.1 and 4.5, respectively,
β is increased by approximatively 15–18mM/pH. Thus, 30mM of
added NH4HCO2 gives a 78% increase to the buffer capacity, having a
clear positive effect on the pH stability. Adding the same amount of
NH4CH3CO2 gives a smaller increase, 33%. Compared to what is con-
sidered a buffer in most applications, β in this study is very low.

The kinetic information of Fig. 4 shows the implications of the high-
pressure conditions, where acidification to equilibrium occurred in a
few 100ms. This represents a very different situation from upscaled
laboratory experiments at ambient pressures, where the hydration of
CO2 limits the acidification to time scales in the order of 10 s [28]. The
solubility of CO2 in H2O at 80 bar and 24 °C, i.e. 1.42mol/kg, is in the
order of 105 times higher than at ambient conditions. Several authors
have investigated the rate constant for the limiting hydration reaction,
kCO2, being 37·10−3 s−1 [29,30] at 25 °C under acidic conditions. kCO2
have further been shown to increase with temperature, ranging from
4.5·10−3 to 236·10−3 s−1 over the temperature range 6.6–42.8 °C [30].
Our measured rates of acidification, k, Fig. 6b, are all lower than kCO2
over this temperature range and suggest even slower reaction rates.
While the CO2 flow can under some conditions produce local cooling
effects in the channels [31], the flow conditions used in this study
should only have a minor effect on the fluid temperature. More likely,
mass transport limits the acidification in the channel. The qualitative
response, Fig. 3, also agrees with this observation since localized re-
gions of lower acidity can be identified in the proximity of the CO2

segments. The acidification was strongly amplified by the fact that re-
latively low concentrations of CO2 in the aqueous phase resulted in
large changes in pH. For an aqueous solution containing only the in-
dicator, only a fraction,< 0.06mol%, of CO2 hydrolyses and dis-
sociates into HCO3

− and H+. At timescales in the range of hundreds of
ms, the acidification changes are fast but of interest for ultra-fast SFC
analysis [3], reaching for retention times less than 1min. Here, the
demand for short timescales is higher as the mobile phase stability after
injection needs to develop fast. Methods to determine the time scale of
the acidification as well as to being able to study the dynamics involved
when different phases meet are therefore important, especially for the
miniaturization of chromatographic systems. The timescales limit the
miniaturization of SFC-systems, as requirements are put on residence
times. As timescales measured in this paper are found to still be mass
transport controlled, better mixing can give even shorter timescales.
Commercial SFC instruments have dedicated mixing units, e.g. metal
bead convection-based mixers, and efficient mixing can be achieved in
microfluidics [32].

Studies of the influence of NH4CH3CO2 concentration on the se-
paration performance of amines in SFC have shown how concentra-
tions, from 0.3 to 15mM of NH4CH3CO2, lowered retention and im-
proves peak shape, reaching a minimal peak asymmetry at 15mM [20].
A methanol-scCO2 mobile phase was used together with a 2-ethyl
pyridine stationary phase. The paper points out that the acidity of the
methanol-scCO2 mobile phase affects the retention mechanisms, being
affected by the partial protonation of the nitrogen atom belonging to
the pyridine groups. As shown from the data in Fig. 6, such additions of
NH4CH3CO2 increase the pH to a more stable region with a higher
buffer capacity. Having methods to study both the dynamics and the
equilibriums of systems containing water, CO2 as well as mobile phase
additives is of importance, especially when there are needs to also
miniaturize the system.

For fast screening and precise studies of interactions between mul-
tiphase flows, there are clear advantages of using microchips [33]. As
the timescale to reach steady-state conditions and data collection was
here only about 0.25 s, the method described in this paper would be
suitable for future screening studies of the P, T space. The major lim-
itation is reaching a stable pressure and temperature in the microfluidic
chip. However, in microfluidics, both the small mass of chips and the

high surface to volume ratio generally results in good thermal transfer
and quick changes of setpoint conditions. To further control the tem-
perature, it is possible to advance the method with integrated tem-
perature sensors [31]. The overall measurement time, dependent on
when stable condition of the flow rate and pressure is reached, was
about 100 s. The microchip can handle pressures up to approximately
120 bar and using the high-speed camera, flow rates up to 150mm/s
are possible to evaluate. An increase in temperature will reduce the
lifetime of the microfluidic chip if high pressures are used as described
in [26]. However, if pressures above approximately 120 bar is to be
evaluated, there will be a need to reduce the channels dimensions to
achieve a higher durability of the chip.

The high-speed camera was necessary to visualize the dynamics
when the phases meet and interact, and it allowed for a clear signal
response of the general acidification in the aqueous phase. Detector
systems with lower time resolution would not have been able to dis-
tinguish if the signal is generated from the CO2 or aqueous phase seg-
ments. Alternatively, other approaches such as separating the segments
after they have interacted could be explored to study the changes of pH
in the water phase, but then, the opportunity to study the dynamic
changes would have been lost.

5. Conclusion

A system has been developed consisting of a high-pressure chip for
segmented flows in combination with a high-speed camera to study
rapid dynamic events. To demonstrate its capabilities, a method to
allow for fast screening and visualization of pH conditions in high-
pressure fluids has been presented. At 80 ± 0.1 bar and 24 ± 0.1 °C,
30mM of either ammonium acetate or ammonium formate resulted in
significant changes to the pH of an aqueous phase as dense CO2 con-
tacts, with a resulting pH of 4.5 and 4.1, respectively. In the micro-
fluidic chip, acidification occurred at timescales less than 1 s. As the
two phases contacted each other, a local pH drop can be identified in
front of CO2 segments. Given the measured rate constants of the acid-
ification, the system is found to be mass transport controlled.
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